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Abstract We developed and evaluated empirical mod-
els to predict biological condition of wadeable streams
in a large portion of the eastern USA, with the ultimate
goal of prediction for unsampled basins. Previous work
had classified (i.e., altered vs. unaltered) the biological
condition of 920 streams based on a biological
assessment of macroinvertebrate assemblages. Predictor
variables were limited to widely available geospatial
data, which included land cover, topography, climate,
soils, societal infrastructure, and potential hydrologic
modification. We compared the accuracy of predictions
of biological condition class based on models with
continuous and binary responses. We also evaluated the
relative importance of specific groups and individual
predictor variables, as well as the relationships between
the most important predictors and biological condition.
Prediction accuracy and the relative importance of
predictor variables were different for two subregions
for which models were created. Predictive accuracy in
the highlands region improved by including predictors
that represented both natural and human activities.
Riparian land cover and road-stream intersections were
the most important predictors. In contrast, predictive
accuracy in the lowlands region was best for models
limited to predictors representing natural factors, in-

cluding basin topography and soil properties. Partial
dependence plots revealed complex and nonlinear
relationships between specific predictors and the prob-
ability of biological alteration. We demonstrate a
potential application of the model by predicting biolog-
ical condition in 552 unsampled basins across an
ecoregion in southeastern Wisconsin (USA). Estimates
of the likelihood of biological condition of unsampled
streams could be a valuable tool for screening large
numbers of basins to focus targeted monitoring of
potentially unaltered or altered stream segments.
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Introduction

Information about the ecological quality of rivers and
streams is critical to understanding the state of our
environment (Heinz Center 2002). Statistical sam-
pling methods provide unbiased estimates of the
proportion of stream miles within a population (e.g.,
wadeable streams) in different states of ecological
condition (Paulsen et al. 1998). These estimates
address questions about the extent and severity of
ecological degradation, which are often the goal of
regional (e.g., USEPA 2000) and national (e.g.,
USEPA 2006a) assessments. With the knowledge that
a portion of streams are ecologically impaired,
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resource managers often need to prioritize which
unsampled waters require targeted monitoring and
assessment, and this requires tools that predict
impairment using readily measured (e.g., map-based)
predictors. Empirical models that use geospatial
variables to spatially predict (i.e., predict beyond
sampled systems) the biological quality (sensu Wright
et al. 2000) of stream ecosystems may be such a tool.

The literature linking landscape attributes to stream
ecosystems is voluminous, but few have attempted to
predict biological quality. The importance of landscape
attributes to stream ecosystems is well known (review
by Allan 2004), due in large part to empirical models
(e.g., multiple linear regression) of associations be-
tween landscape characteristics and biological commu-
nities (e.g., Strayer et al. 2003; King et al. 2005). Few
studies, however, have extended empirical models to
prediction (Nilsson et al. 2003), particularly for
independent datasets. Although select biological indi-
cators have been projected using geospatial variables
(Potter et al. 2004; Van Sickle et al. 2004), there have
been few attempts to predict overall biological condi-
tion (but see Vólstad et al. 2003), which normalizes the
biological response to a deviation from an expected
condition (Wright et al. 2000). Such biological
endpoints can be widely applied and interpreted
(Davies and Jackson 2006; Hawkins 2006) and are
therefore desirable for modeling across large spatial
scales.

Several statistical challenges complicate empirical
modeling of biological condition. Geographic informa-
tion systems can produce scores of geospatial variables,
many of which exhibit highly skewed distributions and
complex covariance structures (King et al. 2005). In
addition, the desire to model interactions and nonlinear
effects, which are theoretically important (Strayer et al.
2003), leads to a dizzying number of potential
predictor variables. Analyses are therefore encumbered
by statistical pitfalls in variable selection (Hastie et al.
2001; Venables and Ripley 2002) and substantial
uncertainty associated with model selection (Burnham
and Anderson 2002; Van Sickle et al. 2004). Because
these statistical challenges are difficult to overcome
with traditional linear modeling, alternative approaches
may be more productive.

Breiman (2001) introduced “random forests” (here-
after RF) as an improvement on classification and
regression trees. Tree-based methods have proved a
useful aid in decision making and data analysis

(Venables and Ripley 2002) because they efficiently
handle messy (i.e., skewed distributions, nonlinear-
ities) data and high-order interactions (De’ath and
Fabricius 2000; Urban 2002; Parmenter et al. 2003).
By combining the robustness of tree-based methods
and the strengths of model averaging (Breiman 2001;
Hastie et al. 2001; Burnham and Anderson 2002), RF
appear to be more accurate than linear models,
classification trees, general additive models, and
artificial neural networks (Svetnik et al. 2003; Garzón
et al. 2006; Lawler et al. 2006; Cutler et al. 2007). RF
may therefore be capable of predicting stream
biological condition using basin-scale geospatial
variables that are easily produced. The objective of
this paper was to develop and evaluate an empirical
model that uses geospatial variables to predict stream
biological condition across a large geographic area.
We also evaluated the relative importance of predic-
tors and the specific relationships between the most
important predictors and biological condition. Finally,
we illustrate how such models might be used to
screen large numbers of basins for possible biological
alteration.

Materials and methods

Study area and data collection

We used biological data collected in 24 major river
basins by the US Geological Survey, National Water-
Quality Assessment (NAWQA) Program from 1993–
2004. This analysis was limited to data from streams
in 920 small- to moderate-sized (<1,000 km2) basins
east of the 100th meridian (Fig. 1). Within most major
river basins, wadeable streams were targeted for
sampling based on prominent land uses (urban,
agriculture, undeveloped) within their individual
watersheds (Gilliom et al. 1995). Additional streams
in six of the major river basins were targeted along
gradients of urban land use (Tate et al. 2005). Benthic
macroinvertebrates were collected using consistent
methods (Cuffney et al. 1993; Moulton et al. 2002).
When present, riffles were targeted for macroinverte-
brate sampling. Five discrete collections (each
0.25 m2) were made using a 425–500 μm mesh net
and combined into a composite sample. In low-
gradient streams with fine-grained substrates, woody
snags along the margins or within the channel were
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sampled by making collections of least two snags
from five separate locations. All invertebrate samples
were processed at the USGS National Water Quality
Laboratory in Denver, Colorado, using the methods of
Moulton et al. (2000). Taxa were identified to the
lowest practical taxonomic unit and quality-assurance
procedures were maintained (Moulton et al. 2000).

Assessing biological condition

The models described in this study were developed to
predict an indicator of biological condition (sensu
Wright et al. 2000), which was itself derived from an
independent modeling effort. We previously assessed
biological condition using an indicator of taxonomic
completeness (sensu Hawkins 2006) of macroinverte-
brate assemblages primarily at the genus-level of
taxonomic resolution (Carlisle and Meador 2007).
Taxonomic completeness is defined as the ratio of
observed (O) and expected (E) assemblage composi-
tion, where O/E <1 indicates that expected taxa were
not observed in a sample. Although O is measured
directly, E is estimated using empirical models that
relate taxonomic composition to natural environmental
gradients (Clark et al. 2003). Details of model
philosophy (Wright et al. 2000; Hawkins 2006) and
construction (Wright et al. 2000; Hawkins et al. 2000;
Hawkins and Carlisle 2001; Clark et al. 2003) have
been exhaustively described elsewhere. We developed
(Carlisle and Meador 2007) a RIVPACS-type (sensu
Hawkins et al. 2000) predictive model to estimate E
for NAWQA sites within 24 major river basins in the
eastern US. Eight predictors (latitude, longitude,

drainage area, mean annual temperature, mean annual
precipitation, soil clay content, soil silt content, and
sampling day of year) produced estimates of E with
lowest bias (mean O/E=0.97) and highest precision
(SD of O/E=0.11) when applied to an independent
set of least-disturbed sites (Carlisle and Meador
2007). A RIVPACS-type model with these predictors
was therefore applied to all non-reference sites for the
estimation of E, from which O/E was derived. All of
the reference sites used to develop the predictive
model and most (>90%) of the test sites were also
used in this study.

Although O/E is a continuous measure, our objective
was to predict whether or not biological alteration was
evident because it approximates the classifications used
by many monitoring entities (i.e., supporting vs. not-
supporting designated beneficial uses). We defined a
threshold of biological alteration as O/E <0.80, which
we believed balances statistical and biological signifi-
cance.We selected this threshold because it was the 10th
percentile of O/E values among reference sites (Carlisle
and Meador 2007), and therefore approximated the
degree of change that was most likely to be statistically
detectable while minimizing the misclassification rate
of reference sites (i.e., 10%). We also judged that a
20% loss of expected taxa was biologically sufficient
to classify a site as altered. Others have also used this
or similar thresholds for classifying biological condi-
tion (Clark et al. 1996; Ostermiller and Hawkins 2004;
Van Sickle et al. 2005).

Although biological condition of all sites was
assessed with a single RIVPACS-type model, for this
study we stratified our modeling effort into two
geographic sub-regions of the eastern USA. We
reasoned that models for increasingly homogenous
(with respect to major landforms and climate) regions
would be more successful at predicting biological
condition using basin-scale indicators of anthropo-
genic stressors. We stratified the eastern USA into one
region that included the Appalachian and northeastern
highlands (n=281 unaltered and 74 altered sites), and
a second region that included the northern/central
plains and southeastern lowlands (n=374 unaltered
and 191 altered sites). This regionalization is coarse,
but represents a balance between increasing spatial
resolution (i.e., homogenization of landscape features)
and retaining sufficient numbers of observations for
modeling purposes, and has been used in other large-
scale assessments (USEPA 2006a).

Fig. 1 Locations of 920 sites used for empirical modeling of
biological condition
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Geospatial data and predictor selection

One hundred fifty-one variables derived from Geo-
graphic Information System (GIS) processing were
screened as potential predictors of biological condi-
tion (Appendix). Geospatial predictors represented
broad factors influenced by human activities such as
land cover, infrastructure, pesticide and nutrient
application, water impoundment, flow diversion, and
point source pollution. We also included predictors
representing largely natural factors such as climate,
topography, hydrology, and soils.

Basin boundaries were acquired as part of the
USGS NAWQA Program (USGS 2006a). Land-cover
data were derived from a NAWQA-enhanced version
of the National Land Cover Dataset 1992 (USGS
2006b), a 21 class, 30 m resolution raster dataset
derived from Landsat imagery of the period 1990–
1992. Land-cover data were calculated as both basin
percentages and riparian zone percentages. Riparian
zones were defined as the buffer area 100 m from the
stream centerline for all streams in the basin, based on
National Hydrography Data (NHD) 100k streams
(USGS 2006c). Population density was derived from
Census 1990 data (GeoLytics 2001). Road density
and road-stream intersections were based on Census
2000 roads (GeoLytics 2001) and NHD 100k streams.
Pesticide and nutrient application were derived from
coverages developed by the NAWQA Program
(Ruddy et al. 2006; USGS 2007). Water impound-
ment data were obtained from the National Inventory
of Dams (USACE 2006). Flow diversion data were
obtained from NHDPlus (Horizon Data Systems
Corp. 2006). Data for point-source discharges were
obtained from USEPA National Pollutant Discharge
Elimination System (USEPA 2006b). Mean air tem-
perature and precipitation statistics were derived from
1km resolution Daymet model data (Daymet 2006),
which represented 18 year (1980–1997) temperature
and precipitation averages obtained from terrain-
adjusted daily climatological observations. Topo-
graphic variables were derived from 100 m data
based on the USGS National Elevation Dataset
(USGS 2006d). Hydrologic variables were based on
1 km resolution grids developed from USGS sources
(Wolock and McCabe 1995; Wolock et al. 1997).
Soils data were based on 100 m weighted averages of
US Department of Agriculture State Soil Geographic
Data (USDA 2006).

We retained 66 of the original variables for use as
predictors. Variables that were highly redundant (i.e.,
Spearman rank |ρ| >0.80) were removed from
consideration, including all basin-scale land-cover
variables, which were highly correlated with land
cover in the riparian buffer. Because many (28) of the
available predictors represent natural environmental
gradients and were also used in the RIVPACS-type
predictive models from which biological condition
was assessed (Carlisle and Meador 2007), we evalu-
ated whether the inclusion of these variables im-
proved model predictions (see “Statistical modeling”).

Statistical modeling

Random forests (RF) extend classification and regres-
sion trees (Prasad et al. 2007; Cutler et al. 2007) by
using an ensemble of trees to make predictions
(Breiman 2001). RF builds many classification/regres-
sion trees, each with a bootstrapped sub-sample of the
original observations. In addition, nodes are created by
selecting the best predictor variable from a randomly
selected subset of all predictors. The largest tree
possible is grown but not pruned. The observations
not selected in the bootstrap sample are then passed
through each tree. This process is repeated, creating a
“forest” of individual trees. The final classification (or
value in regression) for each observation is made by
selecting the class to which it was most frequently
classified (average predictions for regression) across all
trees where that observation was excluded from the
bootstrap sample. Additional details of RF are given
elsewhere (Breiman 2001; Prasad et al. 2007; Cutler et
al. 2007). We constructed RF models with 2000 trees
using an implementation written for the R statistical
system (R Development Core Team 2006) by Liaw
and Wiener (2002).

We compared the accuracy of modeling biological
condition as a categorical and continuous variable. We
classified each observation using the threshold de-
scribed above (O/E=0.80), then used RF in classifica-
tion mode to predict the class of each observation. We
also used RF in regression mode to predict O/E as a
continuous variable, and then subsequently classified
each observation as altered (predicted O/E<0.80) or
unaltered (predicted O/E>0.80). Because the final
prediction for each observation is computed over the
trees where it was excluded from RF construction,
these estimates are equivalent to that of a cross-
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validated procedure (Cutler et al. 2007). Prediction
accuracy and error rates were evaluated by computing
the overall percentage of correctly classified observa-
tions (PCC), sensitivity (percentage of altered sites
correctly classified), specificity (percentage of unal-
tered site correctly classified), kappa (measure of
agreement between observed and predicted classes
corrected for agreement due to chance). We also used
the area under the receiver-operating characteristic
curve (AUC) to measure the performance of classifi-
cation models because it provides a single measure of
overall accuracy that is independent of thresholds used
for binary classification (Fielding and Bell 1997). AUC
values range from 0.5, which indicates the classifica-
tion performed no better than chance, to a maximum of
1.0, which indicates the classification was perfectly
accurate. We evaluated the performance of each RF
model when constructed with subsets and the entire set
of 66 predictor variables. For both the RF regression
and classification models, we compared prediction
accuracy for models that included: 28 natural cova-
riates as predictors, 38 predictors that represent human
activities, and all 66 predictor variables.

Our secondary objective was to evaluate the relative
importance of predictor variables for each model.
Variable importance was measured with observations
not selected in the bootstrap samples used to construct
each tree (so-called “out of bag” or OOB). First, the
OOB observations are passed through each tree and
classified. Then, values of each predictor variable are
randomly permuted in turn and the corresponding
decrease in prediction accuracy (or mean squared error
for regression) of the OOB observations is recorded for
each tree. The decrease in accuracy for each predictor
is averaged and standardized (divided by the standard
error) across all trees (Liaw and Wiener 2002; Cutler et
al. 2007). Intuitively, the relative decrease in prediction
accuracy when a predictor variable is permuted is
related to its importance in the classification.

We examined the relationships between individual
predictors and biological condition using partial depen-
dence plots, which is a tool to visualize the effects of a
single variable on the outcomes of classification and
regression models (Hastie et al. 2001; Cutler et al.
2007). For a given value of the predictor under
examination, the expected prediction is estimated by
averaging the predictions over all the combinations of
observed values of the other predictors in the data set.
In essence, partial dependence functions represent the

effects of the examined predictor variable after
accounting for the average effects of all other
predictors (Hastie et al. 2001). We examined partial
dependence for a subset of the most important
predictors for each model. Partial dependence was
computed for each of 500 equally spaced points over
the range of each predictor selected for examination
(Liaw and Wiener 2002).

Finally, we illustrate how models that predict
biological condition may be applied to unsampled
locations as a tool to screen broad regions for the
existence of biologically altered streams. Predictor
variables were generated for 552 unsampled basins in
the Southeastern Wisconsin Till Plains ecoregion that
had similar size range (10–150 km2) as the 56
sampled basins also located in that ecoregion
(Fig. 1). Basin boundaries for unsampled sites were
derived from 30 m National Elevation Data (USGS
2006d). We first applied the procedures described by
Moss et al. (1987) and Clark et al. (2003) to
determine if the predictor variable values of each
unsampled basin belonged to the same statistical
population as the reference sites used to develop the
RIVPACS-type model. The Mahalanobis squared
distances between the locations of test-site values in
predictor space and the centroids of each classifica-
tion group are distributed as a χ2 function. Any
unsampled basin was regarded as outside the range of
the model if the smaller of these values exceeded the
critical χ2 value for α=0.01 and N degrees of
freedom, where N equals the number of discriminant
functions. We applied the RF classification model to
unsampled basins and aggregated the votes (i.e.,
proportion of OOB instances where each observation
was classified as altered). We then mapped the
unsampled basins and illustrated the proportion of
votes for which each was classified as having altered
biological condition.

Results and discussion

The type (i.e., continuous vs. categorical) of biological
response variable did not appear to substantially
influence prediction accuracy. By most measures,
binary predictions from RF classification and a poste-
riori classifications from RF regression were similarly
accurate (Tables 1, 2). Both approaches produced
highly accurate (mean sensitivity: classification=91%,
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regression=90%) predictions of unaltered sites, less
accurate (mean specificity: classification=51%, regres-
sion=52%) predictions of altered sites, and shared
similar performance relative to random chance (mean
kappa: classification=0.441, regression=0.460). Given
this similarity, all further results and discussion will be
limited to classification models.

Prediction accuracy was modestly influenced by
the subset of predictors included in models, but this
effect varied by region. In the highlands (Table 1),
models that included only human-activity predictors
improved model accuracy over that obtained from
models limited to natural covariates as predictors. The
model with both types of predictors performed best
overall, but only by a modest amount (i.e., kappa
increased from 0.405 to 0.542). In contrast, the
addition of human-activity predictors to a model that
included natural covariates did not improve predic-
tions of biological condition in the lowlands region
(Table 2). Moreover, the model limited to human-
activity predictors performed worse than the model
with only natural predictors.

The interactive effect of natural covariates and
human-activity variables on predictions of biological
condition (i.e., O/E) in the highlands region could
arise for at least two reasons. One possibility is that
some variation in E due to natural factors remained
unaccounted for by the model used to assess
biological condition (Carlisle and Meador 2007). This
would result in deviations of O from E that vary

systematically by some natural factor (e.g., basin
size). In theory, we were able to at least partially
“remove” the effect of natural covariates because
climate, soil properties, basin size, topography, and
geographic area were used in the RIVPACS-type
model (Carlisle and Meador 2007) to estimate E.
However, RF may more successfully model variabil-
ity than linear methods under some conditions (Cutler
et al. 2007), and linear discriminant analysis underlies
RIVPACS-type models (Hawkins et al. 2000). We
therefore evaluated in a post hoc fashion whether RF
could explain residual variation in O/E that had not
been accounted for by the RIVPACS-type model. We
constructed an RF-regression model that predicted
O/E values at reference sites (n=273) using the 28
natural covariates included in this study. We limited
the analysis to reference sites because, in theory, the
only variation in E among reference sites (excluding
model and sampling error) should be due to natural
variability. Observed O/E values from this model
explained <10% of the variation in predicted O/E
values, which strongly suggests that there was no
substantive residual variation in E due to natural
factors that was unexplained by the original RIV-
PACS-type model. Another explanation for the
importance of natural covariates in predictive accura-
cy of highland streams is that environmental settings
influence the response (i.e., O/E) of stream inverte-
brate communities to human activities. Many studies
have shown that the vulnerability or ecological

Table 1 Accuracy measures for predictions of biological
condition for eastern highlands region

Accuracy
measure

Model

Classification Regression

Natural Human Full Natural Human Full

PCC 83 86 87 85 85 86
Specificity 41 55 51 42 55 51
Sensitivity 94 95 96 96 93 96
Kappa 0.405 0.451 0.542 0.452 0.510 0.535

PCC is the percentage of observations correctly classified.
Specificity is the percentage of altered streams correctly
classified. Sensitivity is percentage of unaltered streams
correctly classified. Kappa is a measure of agreement between
the predicted and observed corrected for the agreement due to
chance alone

Table 2 Accuracy measures for predictions of biological
condition for eastern lowlands region

Accuracy
measure

Model

Classification Regression

Natural Human Full Natural Human Full

PCC 77 73 76 77 73 76
Specificity 58 43 57 59 47 58
Sensitivity 87 88 87 86 87 85
Kappa 0.460 0.337 0.451 0.461 0.359 0.442

PCC is the percentage of observations correctly classified.
Specificity is the percentage of altered streams correctly
classified. Sensitivity is percentage of unaltered streams
correctly classified. Kappa is a measure of agreement between
the predicted and observed corrected for the agreement due to
chance alone
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response of streams to human activities is influenced
by a variety of natural factors (e.g., channel gradient,
stream size) (Allan 2004; Yates and Bailey 2006). We
think this is the mostly likely explanation for our own
observations.

Models were slightly less accurate in the lowlands
than in the highlands, and also did not improve with
the addition of stressor predictor variables (Tables 1
and 2). One possible explanation is due to the
pervasiveness of human activity in the lowlands

region. Relative to the highlands region, reference
sites used to assess biological condition in the
lowlands were from basins experiencing high levels
of human activity. Reference sites in the lowlands
were considered to be the least disturbed sites within
the region, but were often selected based on expert
knowledge that local-scale conditions (e.g., habitat)
was sufficient to support relatively intact biological
communities (Carlisle and Meador 2007). As a
consequence, it is likely that our basin-scale stressor
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Fig. 2 Top ranked variables
from random forests classi-
fication for predicting bio-
logical condition in
highlands of the eastern
USA. Mean decrease in ac-
curacy for a variable is the
normalized difference of the
classification accuracy for
the observations excluded
from model calibration, and
the classification accuracy
for the same observations
when values of the predictor
are randomly permuted.
Higher values of the mean
decrease in accuracy indi-
cate a predictor is more
important to the
classification
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predictors did not vary substantively between lowland
basins with altered and unaltered biological commu-
nities. Instead, natural factors that probably covary
with unmeasured stressors were sufficient to discrim-
inate between altered and unaltered sites.

The best predictors of biological condition differed
between the lowlands and highlands (Fig. 2). In the
highlands, predictor variables with the greatest effect

were, in decreasing order of importance, riparian
forest cover, road-stream intersections, and riparian
urban land cover, followed by basin elevation and soil
properties. In contrast, soil properties and basin
elevation were the most important predictors in the
lowlands, followed by riparian urban land cover and
several additional natural covariates related to soils
and hydrologic properties (Fig. 3). Our results for the
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Fig. 3 Top ranked variables
from random forests classi-
fication for predicting bio-
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lowlands of the eastern
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normalized difference of the
classification accuracy for
the observations excluded
from model calibration, and
the classification accuracy
for the same observations
when values of the predictor
are randomly permuted.
Higher values of the mean
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important to the
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highlands support many studies that showed riparian
forest cover is an important predictor of biological
communities and influences stream ecosystems in
natural (Wallace et al. 1997), agricultural (Allan 2004;
Moore and Palmer 2005), and urbanized basins (Paul
and Meyer 2001; Allan 2004; Moore and Palmer
2005; Walsh et al. 2005). In contrast, our results for
the lowlands suggest that the stressor predictors were

not useful for discriminating between biologically
altered and unaltered sites (Table 2), for reasons
described above (i.e., poor quality reference sites) or
because the factors responsible for biological alter-
ation covaried with basin soil properties. Neverthe-
less, urbanized riparian land cover appeared to be
more important than any indicator of agricultural use
intensity (e.g., riparian land cover in row crops) in the
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lowlands despite the pervasiveness of agricultural
activity in this region. This observation can be
attributed, in part, to the overwhelming influence of
urbanization on stream biota in landscapes that have
previously been disturbed by significant agricultural
activity (Moore and Palmer 2005).

Partial dependence plots revealed the presence of
potential thresholds in relationships between biolog-
ical alteration and indicators of disturbance (Figs. 4
and 5). After averaging the effects of all other
predictor variables, the probability that a stream was
biologically altered increased dramatically as urban
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Fig. 5 Partial dependence
plots for selected predictors
for random forests predic-
tions of the presence of
biological alteration in low-
lands streams of the eastern
USA. Partial dependence is
the dependence of the prob-
ability that a stream was
classified as altered based
on a single predictor vari-
able after averaging out the
effects of all other predic-
tors in the model
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land cover in the riparian zone reached 10%, then
changed little thereafter. There was also an apparent
threshold of road density in the highlands region,
where abrupt increases in the probability of biological
alteration occurred between one to two crossings per
kilometers of stream length. Thresholds of impervious
or urban land cover related to biological responses
have been widely reported and debated (Paul and
Meyer 2001; Walsh et al. 2005). The apparent
threshold that we observed in both regions is evidence
that significant biological degradation is associated
with minimal urbanization in a variety of natural
settings, but our methods can neither be used to
identify specific threshold values and associated
uncertainty, nor isolate the actual causal factors that
underlie this phenomenon (Paul and Meyer 2001).
The probability of biological alteration in both
regions tended to increase as riparian forest land
cover decreased, but only below values of about 60%.
The probability of biological alteration was unrelated
to riparian forests above values >60% after averaging
the effects of all other predictors, which suggests that
significant buffers ameliorate the effects of other
human activities on the landscape (Roy et al. 2006;
Carline and Walsh 2007).

Biological condition appeared to be associated
with some natural factors in complex ways. Steep
declines in the probability of alteration were observed
in both regions as mean basin elevation increased to
approximately 200 m, followed by relatively modest
or no changes in probability at elevations >500 m.
This result may have emerged from the tendency of
watersheds with more topographic relief (and pre-
sumably higher mean elevation) to have generally less
landscape alteration than watersheds in valleys and
plains. The effect of soil properties on the probability
of biological alteration in both regions was “U”-shaped,
in that biological alteration decreased from low to
moderate values of soil thickness and percent clays,
but then increased precipitously from moderate to
high values. Interactions of basin soil characteristics
and other environmental factors in structuring stream
biological communities have been reported (Richards
et al. 1993), including the influence of basin soil
characteristics on reach-scale stream habitat (Davies
et al. 2000). Soil characteristics may also be surrogates
for basin geology, which is known to influence stream

biota through effects on geochemistry and stream
habitat (Pyne et al. 2007).

RF classification models generate model-averaged
estimates of the evidence that each observation
belongs to each class, which have potential use in
decision making. Every observation is classified in
RF models by aggregating predictions across trees
where it was excluded from model development. The
class in which the observation was most frequently
classified is selected, with tie “votes” (i.e., proportion
of trees in which the observation was classified into
each category) broken randomly. The proportion of
trees in which each observation was classified as
altered or unaltered is conceptually similar to evi-
dence obtained by model averaging (sensu Burnham
and Anderson 2002), and therefore more informative
than the simple binary prediction produced by the
model. The proportions convey information about
uncertainty in the sampling, assessment, and predic-
tive modeling processes, and therefore indicate the
level of confidence in each prediction. We would
likely have more confidence in the prediction for a
basin that was classified as altered in 90% of trees
(0.90 proportion) than one classified as such in only
50% of trees. This quantification of uncertainty in a
simple and understandable way allows decision
making in the face of imperfect information because
predictions and priorities can be weighted according-
ly. For example, sites classified with the highest
certainty (e.g., >90% or <10% of votes for alteration)
could reliably be considered as altered or unaltered
and therefore selected for targeted monitoring. This
simple approach could be used to screen a large
population of sites across a large geographic area in
order to prioritize targeted monitoring and assessment
efforts.

We illustrate how the votes for biological alteration
for unsampled Wisconsin basins can be applied in
decision making (Fig. 6). Chi-squared tests revealed
that environmental conditions in >98% of the 552
unsampled basins were similar to those of the
reference sites used to assess biological condition.
Figure 6 illustrates the proportion of votes across
2,000 classification trees that the stream at each basin
terminus was classified as biologically altered (i.e.,
loss of >20% of the expected taxa). Most basins with
a high proportion of votes were within or adjacent to
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urban areas. Several basins outside urban centers,
however, were also likely to be biologically altered,
which suggests that other anthropogenic activities
may be the cause of degradation in these areas. There
was reasonably good agreement between the model’s
predicted evidence for biological alteration (i.e.,
votes) and the biological condition of streams actually
sampled in Wisconsin (Fig. 6). In general, sampling
revealed biological alteration in basins with a moder-
ate to high modeled potential for alteration, and
sampling revealed unaltered biological condition in
basins with low modeled potential for alteration.
However, the model failed to detect biological
alteration in two (6%) basins, where the votes for
alteration were low (<0.33) but actual sampling
revealed otherwise. Also, the model predicted a high
probability of alteration in four (12%) basins where
sampling revealed biologically unaltered conditions.

We offer several considerations about the broad
application of this or similar models. First, on an
absolute scale, RF model predictions were an im-
provement over random classifications using prior
probabilities of group membership, as evidenced by
AUC values for the highlands (0.86) and lowlands
(0.82). These values indicate that in 86 or 82% of
trials, the predicted probability of being altered will
be greater at a randomly-chosen altered site than at a
randomly-chosen unaltered site. We therefore argue
that the application of such a model improves the
information available to managers, especially if
model-averaged votes are retained and considered in
decision making. Second, we emphasize that the data
used to construct the model were from targeted
samples so their representativeness of some larger
population of eastern US streams is unknown.
Nonetheless, we believe that the modeling effort
benefited from targeted sampling designed to
represent a large gradient of human disturbance.
Third, our definition of biological alteration is
limited to this study, largely because currently there
are not consistent definitions among jurisdictions
that conduct bioassessments (USGAO 2002; Davies
and Jackson 2006). Our measure also contained

inherent error (as do all approaches used in bio-
assessments), and surely increased the error with
which condition could be modeled in the present
study. Nevertheless, we believe that our definition is
biologically interpretable (>20% loss of native taxa
relative to reference conditions) and therefore broad-
ly applicable. Finally, we do not advocate replacing
biological sampling with models or using model
predictions for management decisions. Rather, we
emphasize that empirical models like those we
produce can be useful for making projections as a
tool to screen large numbers of basins for targeted
monitoring aimed at selecting reference-quality or
severely degraded sites.

Conclusions

In the absence of biological data, models may provide
sufficient evidence for informed predictions about
stream ecological conditions, and are therefore useful
for screening large numbers of potential basins and
prioritizing resources for targeted sampling and
assessment. Our results demonstrate that the occur-
rence of biologically impoverished streams can be
predicted with reasonable accuracy using widely
available geospatial variables. Machine learning
methods such as random forests were developed to
extract information from large amounts of data, and
are potentially powerful predictive tools for address-
ing objectives related to environmental monitoring
and decision making. The model produced site-
specific, model-averaged estimates that approximate
the degree of certainty in predictions, which can be
integrated in the decision-making process. The gen-
erality of the present model to other eastern US
streams is not certain, but evidence suggests that it
has broad applicability within certain environmental
limits.
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Fig. 6 Predictions of biological condition for unsampled
basins in southeast Wisconsin. Basins with bold boundaries
were those for which biological samples were collected.
Sampled basins that were assessed as biologically altered are
cross-hatched
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